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Abstract

Traditional artificial intelligence (AI) has contributed
strategic enhancements to wargaming but often encoun-
ters difficulties in dynamically complex environments and
in adapting to unforeseen developments. In contrast, Large
Language Models (LLMs) offer advanced natural language
processing, analytical capabilities, and intuitive decision-
making communication. LLMs excel in rapidly analyz-
ing voluminous textual data, identifying patterns, and gen-
erating insights for strategic planning, thereby address-
ing the critical demand for anticipatory strategy and cre-
ative solution development in wargaming. Nonetheless,
deploying LLMs in this context introduces potential ro-
bustness challenges, particularly their vulnerability to ad-
versarial prompts. Our experimental investigations reveal
LLMs’ susceptibility to misleading or hostile inputs, under-
scoring the imperative for implementing robustness mea-
sures to safeguard their operational integrity and relia-
bility in strategic applications. Our pioneering research,
through targeted experiments within a commercial wargam-
ing, demonstrates the feasibility and potential of LLMs to
significantly improve outcomes in representative scenarios.
This work not only evidences the significant impact of LLMs
on the decision-making landscape in wargaming but also
establishes a foundation for future research and the practi-
cal implementation of LLMs in advanced decision support
systems.

1. Introduction

As AI continues to evolve, its capacity to augment hu-
man endeavors has deepened, spanning from object recog-
nition and complex logic processing to decision gener-
ation and strategy formulation. In pivotal sectors such
as healthcare[1], logistics[2], finance[3], retail[4], and
manufacturing[5], AI’s role is increasingly integral, enhanc-
ing decision-making by leveraging vast data analyses to

Figure 1. LLMs gather the objectives of scenarios outlined by hu-
man players, as well as the information emanating from these sce-
narios. Utilizing their extensive and broad knowledge base, LLMs
perform in-depth analyses to furnish players with more logical and
explainable recommendations for actions within wargaming con-
texts.

identify patterns, predict outcomes, and automate routine
operations. This technological advancement propels effi-
ciency and accuracy, enabling rapid, data-informed deci-
sions essential in dynamic contexts. Critically, AI dimin-
ishes human error and bias, thereby ensuring outcomes that
are both reliable and objective. Its predictive analytics af-
ford organizations the foresight needed to navigate future
challenges, offering a distinct strategic edge. AI’s automa-
tion capabilities also liberate human resources for more nu-
anced tasks and strategic engagement. Additionally, its
proficiency in risk assessment fortifies organizational re-
silience. Through innovation, AI catalyzes the development
of groundbreaking solutions, pushing the boundaries of cur-
rent industry standards. Ultimately, the integration of AI
into decision-making processes not only streamlines opera-
tions but also cultivates a culture that is innovative, efficient,
and fundamentally driven by data[6].

Although AI markedly decreases the duration of
decision-making cycles, thereby improving efficiency, its
adoption faces substantial barriers. These include con-
strained interpretability[7][8], an overreliance on empir-
ical data[9][10], difficulties in addressing highly com-
plex scenarios[11][12], insufficient exploratory analy-



sis capabilities[13][14], and vulnerability to adversarial
attacks[15][16]. Such limitations compromise the util-
ity of AI in facilitating decision-making processes, fre-
quently eliciting skepticism about its practical applicabil-
ity in societal contexts[17]. As a result, the broad adop-
tion of AI-assisted decision-making encounters significant
obstacles[18].

The emergence of LLMs mark a significant evolu-
tion in AI-assisted decision-making, providing a suite of
advantages that mitigate the limitations of broader AI
systems[19]. LLMs excel in natural language understand-
ing and generation, facilitating intuitive interactions and
making complex decision communication accessible to a
broader audience[20]. Their adaptability, stemming from
extensive training on diverse subjects, allows for applica-
tion across varied contexts without domain-specific pro-
gramming, making them invaluable for multidisciplinary
decision-making.

Despite potential biases from their training data, LLMs’
capacity for continuous learning and adaptation suggests a
potential for reducing these biases over time through expo-
sure to balanced data and feedback. Their scalability and ef-
ficiency in processing and generating responses swiftly ad-
dress tasks that would otherwise overwhelm human capac-
ities, especially in synthesizing information from diverse
sources to inform decisions. In essence, LLMs enhance
decision-making processes by providing intuitive, versatile,
and comprehensive support, leveraging their advanced nat-
ural language processing and analytical strengths to aug-
ment human capabilities in a wide array of decision-making
contexts[21].

In the realm of wargaming, the necessity for swift and
precise decision-making is crucial, ensuring tasks are car-
ried out with both efficiency and logical coherence. The in-
trinsic complexity and the unpredictability inherent in this
field demand sophisticated decision-making tools adept at
navigating these multifaceted challenges. Although AI has
been widely implemented to augment decision-making ca-
pabilities in wargaming[22], its efficacy is frequently im-
peded by its limitations in addressing unexpected occur-
rences and a deficiency in comprehending complex scenar-
ios thoroughly. In comparison, LLMs demonstrate signifi-
cant promise in surmounting these hurdles. Their advanced
natural language processing abilities and proficiency in ana-
lyzing intricate situations facilitate a more holistic approach
to decision-making within wargaming. Incorporating LLMs
can markedly enhance the performance of entities within
simulations, ensuring that decisions are both prompt and
well-informed, thus preserving the essential efficiency and
logical integrity necessary for successful wargaming out-
comes.

Nonetheless, the direct application of LLMs in wargam-
ing encounters considerable challenges. Notably, the ma-

jority of prevailing LLMs lack the functionality for real-
time learning, rendering them incapable of integrating new
information or adapting to changes that emerge after their
initial training phase[23]. Additionally, LLMs are suscep-
tible to data biases[24], potentially resulting in suboptimal
decisions within the wargaming decision-making processes.
This limitation bears significant implications, as it can com-
promise the reliability and efficacy of LLMs in dynamic
and evolving wargaming scenarios, thereby underscoring
the importance of ongoing updates and meticulous evalu-
ation of the data underpinning LLM training to ensure eq-
uitable and accurate decision support.

Moreover, recent studies highlight a critical vulnerability
of LLMs to strategically crafted inputs, such as adversarial
prompts[25][26], which can undermine their effectiveness.
This vulnerability raises serious concerns for their direct
implementation in wargaming contexts, where inaccuracies
like typographical errors, the use of synonyms, and seman-
tic variations in user inputs can lead LLMs to misinterpret
the intended message or content. Such misinterpretations
can produce erroneous or nonsensical outputs, significantly
impeding the decision-making process. These insights ac-
centuate the pressing necessity to bolster the robustness of
LLMs against such manipulations, ensuring their viability
in the strategic deliberations integral to wargaming.

To the best of our knowledge, we are the inaugural team
to implement LLMs in the domain of wargaming, with our
specific contributions outlined as follows:
• We introduce a novel approach for utilizing LLMs to sup-

port decision-making processes in wargaming.
• We integrate the concept of the OODA (Observe, Orient,

Decide, Act) loop, a strategic framework derived from
wargaming, into the application of LLMs.

• We selected a representative scenario to conduct decision
support experiments using LLMs, evaluating their robust-
ness against adversarial prompts.

2. Related Work

2.1. AI in Wargaming

The integration of AI into wargaming represents a transfor-
mative leap, offering sophisticated simulation of military
scenarios[22][27], augmenting strategic decision-making
with autonomous technologies[28], and refining operational
tactics[29][30][27]. AI plays a pivotal role in facilitat-
ing nuanced decision-making[31], delivering comprehen-
sive analyses of conflicts[32], and yielding strategic insights
into adversaries’ intentions and possible outcomes[33]. Ad-
vanced technologies such as Hierarchical Reinforcement
Learning[34] and deep reinforcement learning expand AI’s
ability to navigate and engage with complex decision en-
vironments, substantially enhancing strategic planning and
implementation. However, a significant impediment to



these advancements is the issue of explainability[35][22].
The inherent complexity of AI algorithms[33] and the
consequent opacity of their decision-making processes
elicit ethical concerns and erode user trust, thus impeding
the validation of AI-informed strategies and their ethical
application[36][30][27]. Addressing this opacity is crucial;
enhancing AI’s explainability is imperative to ensure its
contributions to wargaming are transparent, ethically sound,
and in alignment with established standards. Such efforts
are essential for fostering accountability and optimizing the
integration of AI into strategic and tactical military simula-
tions, paving the way for more responsible and effective use
of AI in complex decision-making contexts.

2.2. LLMs in Decision-Making

Leveraging the transformative potential of AI in wargam-
ing, the incorporation of LLMs into decision-making pro-
cesses signifies a substantial progression, enhancing strate-
gic insight and operational accuracy within simulations.
Recent advancements position LLMs as superior to tra-
ditional AI methodologies in decision-making capabil-
ities, distinguished by their proficiency in interpreting
complex, nuanced data and generalizing across atypical
scenarios[20][37][20][38], thereby closely mirroring hu-
man cognitive processes[39]. When integrated into vari-
ous fields, LLMs exhibit exceptional capabilities in tasks
that demand deep comprehension and predictive analytics.
Their contribution to improving perception[40][41][42],
action[43][44], and natural language interaction[39][45] ,
especially in advanced applications such as autonomous
vehicles and robotics[46][47][43][48][49][50], highlights
their unique benefits. Moreover, the role of LLMs in dis-
tilling knowledge and developing domain-specific ontolo-
gies showcases their unparalleled efficiency in synthesizing
and applying comprehensive information. This represents a
marked departure from the limitations inherent in traditional
AI methodologies, which struggle with ambiguity, rarity,
and complex linguistic constructs, positioning LLMs as piv-
otal in the evolution of AI-driven decision-making frame-
works.

3. Methodology
In the context of wargaming, participants are typically re-
quired to delineate combat objectives aligned with the vic-
tory conditions specific to the scenario. Subsequently, they
must strategically allocate resources based on their avail-
ability, adapting to the dynamic shifts in the game envi-
ronment in a timely manner. The proposition of leveraging
LLMs to augment decision-making processes in wargaming
stems from the LLMs’ profound capability to comprehend
and analyze complex, evolving environments. Envisioning
LLMs as the epicenter of command decision-making effec-
tively encapsulates the “Decide” and “Act” phases of the

OODA loop. Here, a player’s initiation of a rudimentary
attack command prompts the LLMs to gather pertinent re-
source data and real-time battlefield intelligence, represent-
ing the “Observe” and “Orient” phases. Utilizing its ex-
pansive knowledge base, the LLMs then conduct an analy-
sis, formulates judgments, and, in the “Decide” phase, de-
termines the most viable course of action. This is swiftly
followed by the “Act” phase, where the LLMs commu-
nicate subsequent strategies to the commander, elucidat-
ing the rationale and analytical foundation behind each di-
rective. This integration of LLMs into the OODA loop
aims to enhance strategic planning and resource manage-
ment, thereby refining the decision-making acumen within
wargaming simulations, ensuring a seamless and efficient
progression through each phase of the loop.

Figure 2. Incorporating LLMs into the OODA loop of wargam-
ing enhances decision-making processes significantly. Informa-
tion and situational data gathered during the “Observe-Orient”
phases are fed into LLMs as textual inputs. Subsequently, these
models undertake the “Decide” phase by leveraging their exten-
sive knowledge base for thorough analysis. This approach enables
the generation of action-oriented recommendations for the “Act”
phase.

3.1. Observe and Orient: Data Inputs for LLMs

LLMs possess the capability to conduct thorough analy-
ses of intricate scenarios, contingent upon the acquisition
of ample input data. For LLMs to function effectively as
decision-making cores in wargaming, they must be privy to
the entirety of information accessible to human participants,
which is derived from or represents the “Observe” and “Ori-
ent” phases of the OODA loop. This encompasses details
such as the scenario’s objectives, available and enemy com-
bat resources, deployment specifics for each resource type,
post-operation situational adjustments, and the fundamental
decision-making logic employed in wargaming.

For instance, the scenario’s goal might be achieving a
particular end state as defined by the player or reaching
a pre-established checkpoint. In cases where the goal is
player-defined, a precise linguistic articulation of the de-
sired outcome is essential to guide the LLMs’ decision-
making process. Alternatively, for checkpoint-based objec-
tives, the LLMs require an in-depth understanding of the
scoring system, including points allocation for the elimina-
tion of enemy units and penalties for the loss of friendly



units.
Moreover, it is crucial for LLMs to understand the avail-

able combat resources within a scenario to strategize their
effective use in alignment with the scenario’s goals. This in-
cludes identifying enemy combat resources to tailor strate-
gies accordingly. Importantly, information on enemy re-
sources should be obtained in a manner that mirrors the in-
telligence available to human players, preventing any undue
advantage.

Additionally, LLMs must be apprised of the deployment
details and initial states of these resources. Based on this
information, LLMs should verify the availability of com-
bat resources and strategize their deployment to achieve the
scenario’s objectives. Notably, intelligence on enemy de-
ployments should be garnered through standard reconnais-
sance activities, as enemy, akin to real-world combat sce-
narios, typically do not disclose their deployment informa-
tion voluntarily.

In wargaming, the acquisition of real-time situational
data and tracking the alterations following each action are
imperative for LLMs. This enables the understanding of the
state changes each decision introduces to the overall sce-
nario, facilitating the formulation of informed subsequent
decisions based on these updated conditions. This cyclic
process promotes a dynamic and informed decision-making
framework, which is responsive to changing circumstances
and aligned with goals.

Furthermore, LLMs should be acquainted with the fun-
damental operational logic of wargaming, including the
granularity of actionable steps, adherence to logical con-
sistency, and other factors influencing decision-making ef-
ficacy.

3.2. Decide: LLMs at the Crossroads

Upon receiving comprehensive data, LLMs demonstrate ex-
ceptional prowess in synthesizing diverse knowledge and
information to fulfill objectives tailored to specific wargam-
ing scenarios, leveraging the full spectrum of available com-
bat resources and capabilities. These advanced models har-
ness fundamental principles of strategy and capability as-
sessment to meticulously analyze resources, thus identify-
ing the combat potential at their disposal. By conforming
to established physical and logical frameworks, LLMs are
equipped to evaluate the most effective deployment of these
capabilities strategically.

Crucially, LLMs integrate insights into enemy tactics,
granting them the capacity to forecast enemy movements
and resource allocation with remarkable precision. This
foresight is cultivated through a rigorous analysis of poten-
tial strategic outcomes, underpinned by an extensive com-
pilation of historical data, theoretical models, and contem-
porary strategic doctrines. Such comprehensive analyti-
cal processes empower LLMs to generate recommendations

that are not only responsive to the dynamic nature of the
wargaming environment but are also customized to align
with the player’s strategic preferences and objectives.

In the pivotal “Decide” phase, LLMs translate this ex-
haustive situational analysis into actionable strategic ad-
vice, guiding players towards making informed, strategi-
cally coherent decisions. This phase is characterized by
the LLMs’ ability to distill complex analyses into clear, ac-
tionable recommendations that consider both the immedi-
ate tactical situation and the broader wargaming objectives
of the player. These recommendations are dynamically re-
fined as the game progresses, adapting to new information
and shifts in the scenario to ensure continued relevance and
effectiveness.

By actively engaging in this enhanced decision-making
process, LLMs significantly contribute to the strategic depth
and sophistication of wargaming experiences. Players ben-
efit from a decision-making process enriched with predic-
tive accuracy and nuance, thereby elevating the overall ef-
ficacy of their planning and execution within the game.
Through the adept application of analysis and recommen-
dations, LLMs underscore their pivotal role in augmenting
human decision-making in complex, competitive environ-
ments.

3.3. Act: Recommendations from LLMs

Leveraging insights from the “Observe” and “Orient”
phases, coupled with comprehensive reasoning analysis in
the “Decide” phase, LLMs proffer strategic action recom-
mendations tailored to the nuanced mechanics of wargam-
ing and the player’s articulated strategic objectives. These
recommendations, far from being static, are dynamically
adjusted in response to real-time alterations within the game
scenario.

This dynamic recommendation process is underpinned
by LLMs’ sophisticated analysis of both the broad strategic
landscape and specific player preferences. By integrating a
deep understanding of the game’s mechanics with a player’s
strategic proclivities, LLMs craft bespoke advice aimed at
optimizing in-game outcomes. These strategies are formu-
lated through a meticulous evaluation of potential moves,
weighing their probabilities of success and aligning them
with the player’s overarching goals.

Furthermore, the adaptability of these recommendations
is a testament to the LLMs’ advanced analytical capabili-
ties. As the game environment evolves, the LLMs recali-
brate their advice based on the latest situational data, ensur-
ing that strategic guidance remains relevant and effective.
This real-time adaptability not only enhances the decision-
making process but also supports players in navigating the
complexities of the game with informed confidence.

Moreover, the process of generating these recommen-
dations involves a continuous loop of feedback and re-



finement. Players’ responses to suggested strategies allow
LLMs to further hone their understanding of player strate-
gies and preferences, ensuring that future recommendations
are even more closely aligned with the player’s desired out-
comes.

In sum, the recommendations provided by LLMs, rooted
in the deep analytical groundwork of the “Observe,” “Ori-
ent,” and “Decide” phases, offer players a powerful tool
for enhancing their execution in wargaming. By delivering
adaptive, personalized, and actionable advice, LLMs signif-
icantly contribute to a richer, more informed, and strategi-
cally nuanced wargaming experience.

4. Implementation

To optimally integrate methodologies utilizing a LLM such
as GPT-4 in wargaming aligned with the OODA loop, a
structured framework is imperative.

The initial step involves data integration and preprocess-
ing, which inputs information about the ”Observe-Orient”
phases into the LLMs. This begins with establishing sys-
tematic mechanisms for aggregating game data, including
real-time screenshots, textual narratives of the game’s sta-
tus, and quantifiable metrics (e.g., unit health, ammunition
levels, enemy positions). This data must be preprocessed
to formats suitable for GPT-4’s processing, such as convert-
ing images into textual descriptions via Optical Character
Recognition (OCR) and encapsulating numerical data into
succinct statements.

Subsequently, a series of prompts for decision recom-
mendations are crafted. Players formulate prompts guid-
ing GPT-4 to examine the game’s current state and provide
strategic recommendations. These prompts should align
with the various aspects of the OODA loop, for instance:
• “Identify potential vulnerabilities in the adversary’s posi-

tion given the current game state.”
• “Propose a sequence of tactical maneuvers in response to

the observed enemy movements.”
• “Evaluate the present strategy’s efficacy and suggest nec-

essary alterations.”
Lastly, since the LLM is not inherently focused on assist-

ing decision-making in wargaming, to enhance the effec-
tiveness of subsequent decision advice, players are encour-
aged to timely report the outcomes and errors encountered
in wargaming after applying the LLM’s decisions. This
feedback enables the LLM to better assist players in future
wargaming scenarios.

5. Experiments

5.1. Experiment Settings

In this study, we utilized the “Command Modern Oper-
ations” (CMO) wargaming software as our experimental

platform. We designed a straightforward scenario (see Fig-
ure3) wherein a blue side aircraft is tasked with striking a
command building held by the red side, which is protected
by various defensive resources. Participants, representing
the blue side, were able to control the aircraft’s direction
and altitude, as well as its munitions deployment. Initially,
participants were unaware of the red side’s defensive capa-
bilities and the layout of their resources.

Figure 3. Scenario initial setting. Among them, the blue symbol is
the player’s aircraft, and the red symbol is the target that the player
has to fight, including the aircraft, the command building, and the
air defense system.

As a decision-support tool, we integrated GPT-4[51] into
our experimental setup. Before commencing the scenario,
we furnished GPT-4 with detailed descriptions of the game
mechanics(see Figure 4), the objective of the scenario, the
condition of the blue side’s aircraft, and the status of their
ammunition reserves. Simultaneously, we transmitted a
screenshot that illustrated the initial situation as perceived
by the blue player (see Figure 5), thereby augmenting GPT-
4’s understanding of the context. Throughout the course
of the experiment, we rigorously recorded every significant
change in the scenario’s state, communicating these updates
to GPT-4 via both visual and textual formats. Following
this, we inquired of GPT-4, “What is the next move?” and
requested that it provide a detailed explanation of its infer-
ential process.

Figure 4. Furnish GPT-4 with detailed description of the game
mechanics.



5.2. Experiments’ Results

Upon briefing GPT-4 about the initial conditions of the sce-
nario(see Figure 5), it inferred that utilizing a stealth drone
would be advantageous, given the type of aircraft deployed
by the blue side. It suggested that the player should lever-
age the terrain for approaching the target while temporarily
deactivating the aircraft’s radar to diminish the likelihood
of detection by the opposing red side. Additionally, GPT-
4 assessed the aircraft’s ammunition type to determine the
effective striking distance. Integrating this analysis, GPT-4
recommended a strategy to maximize the use of the drone’s
stealth and approach the target covertly , activate the radar
once the target falls within the detectable range.

Figure 5. The initial conditions of the scenario. The blue aircraft
was flying towards the red target.

As the aircraft of the blue side neared the target, it de-
tected a facility-like structure on the ground without con-
firming its specific type (refer to Figure 6). GPT-4 posited
that, in the absence of definitive identification of the facility
type, the operation to approach the target ought to proceed,
with ongoing surveillance of the facility maintained.

Figure 6. The blue aircraft detected a ground facility near the red
target.

Subsequently, the blue side identified the facility as a
red surface-to-air missile (SAM) site, with a red Airborne
Warning and Control System (AWACS) aircraft detected
beyond the target (as illustrated in Figure 7). GPT-4 as-
sessed that the SAM posed a critical threat to blue’s aircraft.

Based on the specific type of SAM, it was determined that
blue’s aircraft remained outside the engagement envelope of
red’s air defense system. Furthermore, GPT-4 posited that,
given the distance, this class of early warning aircraft would
be incapable of detecting blue’s stealth UAV. Consequently,
GPT-4 recommended proceeding forward to continue with
the mission’s objectives.

Figure 7. The blue side identified SAM and AWACS.

Upon reaching the periphery of its munitions’ firing
range, the blue aircraft simultaneously approached the lim-
its of the red SAM system’s engagement zone (refer to Fig-
ure 8). GPT-4’s analysis concluded that the aircraft had
arrived at a position where it could effectively launch its
weapons. Even in the event of a missile launch by the red
SAM, immediate destruction of the blue aircraft was not
guaranteed, presenting an opportunity for egress from the
engagement area. To fulfill the mission’s objectives, GPT-4
recommended a dual-course of action: initiate the muni-
tions launch immediately, followed by the execution of eva-
sive maneuvers to enhance the likelihood of mission success
and aircraft survival.

Figure 8. The blue aircraft arrived at the firing position and also
enters the red SAM engagement zone.

Following the launch of munitions towards the target and
the initiation of a missile attack by the red forces against the
blue aircraft, we provided GPT-4 with an updated screen-
shot (refer to Figure 9). Based on this visual update, GPT-
4 determined that the blue aircraft had effectively evaded
the SAM and was beyond its engagement range. Conse-
quently, GPT-4 advised the continuation of evasive maneu-



vers while simultaneously evaluating the efficacy of the re-
cently launched munitions, to ascertain the success of the
strike.

Figure 9. Both sides fired missiles at each other, and the blue
aircraft withdrew.

In conclusion, drawing upon cues presented within the
simulation, the blue side successfully executed its mission
by striking the designated target (refer to Figure 10). The
GPT-4 posits that the goals of this scenario have been ful-
filled. Consequently, it advises the aircraft of the blue side
to return to their base. However, it emphasizes the neces-
sity for maintaining heightened situational awareness and
continuous communication throughout the return flight to
guarantee a secure arrival.

Figure 10. Red target attacked and blue scenario objective
achieved.

5.3. Experiment on Robustness

After the normal experiment, we used TextBugger[52],
DeepWordBug[53], BertAttack[54], CheckList[55] to mod-
ify the prompts for information input and questions to test
the robustness [10, 14–16, 18, 56, 57] of LLMs application
in wargaming.

We persist in updating the GPT-4 model with details re-
garding the game’s mechanics and the objectives of the sce-
nario, as depicted in Figure 4 and Figure 5. Subsequently,
we modify the initial situational information update and the
inquiry to that presented in Figure 11. In this context, GPT-
4 perceives ambiguity in the provided information and in-
fers that the underlying question posed is, “What is the

Figure 11. In our input, we replaced “the north” with “the N near”
and “next move” with “neSt mo∨e,” subsequently appending a se-
quence of nonsensical and disordered strings. GPT-4 accurately
identifies these alterations, interpreting “N near” as indicating a
position north of the target and discerning that the query pertains
to the “next move”.

next move?” Consequently, it offers recommendations for
actions that align closely with those depicted in Figure 6.

Figure 12. In our input, numerous typographical errors were intro-
duced, alongside modifications in the units of distance from nauti-
cal miles (nm) to millimeters (mm) and meters (m). Each discrep-
ancy was accurately identified and rectified by GPT-4, demonstrat-
ing its exceptional capability for error detection and correction.

We proceeded to provide updated situational informa-
tion to GPT-4, as illustrated in Figure 12. Within the input
data, we altered distance units and introduced several ty-
pographical errors, including “target” as “tarret,” “range”
as “raenge,” and “radar” as “radaer.” Despite these inac-
curacies, GPT-4 adeptly auto-corrected the errors in its re-
sponses that were previously misleading, and rectified our
input mistakes leveraging its knowledge base, such as the
operational range of the Patriot missile. Ultimately, it fur-
nished action recommendations in alignment with those de-
picted in Figure 7, demonstrating its error-correction profi-
ciency and contextual awareness.

The outcomes indicate that despite attempts to challenge
GPT-4 with various adversarial prompts during its applica-
tion in wargaming scenarios, the model demonstrated com-
plete resilience against such hostile inputs. GPT-4 accu-
rately corrected all erroneous submissions, drawing upon
its extensive knowledge base, and proceeded to provide
conventional strategic recommendations. This robustness
underscores GPT-4’s capability to maintain operational in-
tegrity and offer reliable decision support under adversarial
conditions.



5.4. Discussion

In investigating the integration of LLMs within wargam-
ing environments, our study elucidates the significant po-
tential of LLMs to bolster both the robustness and safety of
decision-making processes. LLMs exhibit an exceptional
ability to process and interpret complex, dynamic data as-
sociated with battlefield environments, adeptly managing
intricate variables such as equipment performance param-
eters, capabilities, and rules of engagement. This profi-
ciency not only underscores their robustness in navigating
complex scenarios but also highlights their adaptability to
fluid situations—attributes that are indispensable for simu-
lating the unpredictability inherent in real-world conditions.
Our experimental findings provide compelling evidence of
LLMs’ capacity to deliver consistent, high-caliber perfor-
mance across a spectrum of informational inputs, affirming
their applicability in domains that demand precision and re-
liability in data interpretation.

The deployment of LLMs within the “Decide” phase of
the OODA loop marks a pivotal enhancement in decision
support systems. By furnishing players with precise, data-
informed insights, LLMs significantly augment the safety
and efficacy of decision-making processes. This augmen-
tation is critical for minimizing the risk of human error in
scenarios requiring rapid, vital choices. Moreover, the ob-
served diminishment in decision-making errors, attributable
to LLM intervention, underscores the models’ contribution
to fostering safer, more informed planning. This applica-
tion of LLMs transcends the wargaming realm, suggesting
their broader utility in refining decision-making paradigms
across diverse sectors.

Our analysis, therefore, posits that LLMs stand at the
forefront of advancing decision-making systems, offering
robust and safe frameworks that cater to the complexities of
modern strategic and simulation.

Simultaneously, our experiments revealed that adversar-
ial prompts did not affect the performance of GPT-4 in sup-
porting wargaming activities. Given GPT-4’s status as the
preeminent LLM at present, its immunity to such prompts
may not be representative of all LLMs. This disparity high-
lights a considerable vulnerability among other LLMs to ad-
versarial attacks in decision-support roles within wargam-
ing contexts. Hence, assessing and ensuring the robustness
of LLMs against such challenges is essential for their effec-
tive utilization in wargaming scenarios.

6. Conclusion

Our study constitutes a pioneering exploration of integrat-
ing LLMs into the realm of wargaming, representing a sig-
nificant advancement in leveraging these models to enhance
decision-making. Through detailed experimentation with
wargaming software, we have rigorously assessed the effi-

cacy of LLMs, particularly focusing on sophisticated ver-
sions like GPT-4, in navigating the intricate dynamics of
wargame scenarios. The results of our comprehensive in-
vestigation unequivocally demonstrate that LLMs signifi-
cantly improve decision-making processes, capitalizing on
their superior natural language processing, analytical, and
intuitive communication skills. Our findings highlight the
remarkable versatility of LLMs and their ability to swiftly
analyze and interpret vast datasets, thereby facilitating the
formulation of informed, proactive strategies and innovative
solutions critical for advancing wargaming methodologies.
Despite their resilience, LLMs may still be vulnerable to
adversarial attacks. However, we are optimistic that ongo-
ing enhancements and developments in LLMs will mitigate
such vulnerabilities. This research not only underscores the
profound benefits of employing LLMs in decision-making
within wargaming but also lays a solid groundwork for fu-
ture studies and the practical deployment of LLMs in so-
phisticated decision-making systems. It heralds a new era
in the application of LLMs marking a paradigm shift in how
complex decisions can be supported and enhanced through
technology.

7. Broader Impacts
Our research unequivocally focuses on the application of
LLMs in wargaming with a clear intent that diverges from
military purposes or the enhancement of military capabil-
ities. Instead, it aims to showcase the broad potential of
LLMs in various non-military domains, leveraging their ex-
ceptional analytical and explainability capacities. This ex-
ploration into the capabilities of LLMs serves to advance
understanding and decision-making in fields such as policy
development, crisis management, education, and other crit-
ical sectors where informed strategies are paramount. We
categorically state that the objective of integrating LLMs
into wargaming environments is to highlight their versatil-
ity and impact in improving complex problem-solving and
strategic planning in civilian contexts, thereby contributing
positively to societal, economic, and technological advance-
ments without supporting or enhancing military capabili-
ties.
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